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Challenge

Architect and develop a scalable data science lab to analyze, predict, and
recommend the most promising U.S. small and medium size industries and
businesses to pursue

Data Set Characteristics

e 10.4m real transactions representing $36B in business transactions

e 5 years of financial transactions (2015 to 2019)

e 100K+ entities and 100's of Dun and Bradstreet industries




What We Did and How We D1d It
Fall 2021 - “Build the Model T” and drive it around the block

e Design the architecture/code from scratch

e Test lab against 4M record data set
Winter 2022 - “Build the Ferrari” and race it

e Refactor lab for scalability

e C(reated a Platform

e Test lab against 10M record data set

“Bill.com is going to immediately use this scalable data science lab platform and continue to extend and scale this lab into the AWS EC2 Cloud”

-Stu ogawa




System Architecture

/

Bigbata

—

Port
Forwarding

DB Browsy

Q

Google

)

P B < “
EE;) (8] jupyter

Pyth. s h
! o pyTorch  Matplotlib @ /

Invest in these

Industries
1. Companyl
2. Company2

3. Company3

Invest in these

companies:

4, Companyl
5.  Company?2
6. Company3
-

Jupyter

e%\./

/ Recommend \

A




Agriculture, Forestry, Fishing and *
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K-means Execution Time across all Industries
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Results 3 - Predict which vendors/customers increasing at an
lncreasing rate

e Time Series moving average
for long term trends

o Four-year data forecast
two-year transactions 1

Business recommendation: use

these top 20 business vendorsasa .
“seed” /training data to perform il o o
subsequent machine LearNiNg and %SG SeSe TS0 S0P
deep learning predictions —




Forecast vs Actuals
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4. Prioritize and Recommend Vendor/Customers palrs with
top subscription revenue

e top ten vendors with
subscription based revenue
o used LAG FUNCTION

o Between 25-35 days,
+0r- 10% difference in ST — Er—
transaction amount P oy

Business recommendation: use
the top 20 business vendors as
training data to perform
subsequent machine learning

Y-axis = Total transaction value
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transaction amount

coeffecient
coeffecient
coeffecient
coeffecient
coeffecient
coeffecient
coeffecient
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-2.0083972261631434e-10
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0.0002081321297304757
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Final Recommendations
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Growth Potential Consistency Time-series analysis

Arts, Entertainment

Health Care

and Rec. .
Information ” focturi
. : anufacturin
Professional, Science P ——— g
and Tech Transportation

Education

AFEEEN ENEEE Subscription analysis




Special thanks:

Kevin Pierce Stu Ogawa Chris Nishimura
Tech Advisor Mentor Tech Advisor

/a ‘5 UC SANTA BARBARA
engineering




