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Introduction
“First-round job interviews are the latest part of the hiring process to undergo digitization

as companies use video interviews to cut recruiting costs and times...the method has grown
in recent years as nearly everyone has access to a laptop or smartphone with a front-facing
camera, and companies say it is an efficient, fair and inexpensive way to process hundreds
of applicants.” - Wall Street Journal

Online interviews help expedite the time it takes to connect the interviewer with the
interviewee. The company is able to reach out to a greater population to tap into and expand the
candidate pool. Video interviews are supposed to be more effective than a phone screen since the
interviewers can get a better idea of who the candidate through visual and audio evaluation. In
reality, online interviews are impersonal when talking to a screen, disengaging, hard to connect,
and difficult to read physical cues. Interview software currently is also highly unorganized
through different post-application stages including recruiter screening, first-round, and
final-round stages. Because of these difficulties, interviewers often have limited information for
a candidate and many times cannot gauge a candidate’s fit or skills as effectively as they could

during in-person interviews. In today’s interview platforms, often it is a 2-way (or multiple)
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video conference call with mute and toggle video capabilities. The conference call is not ideal as

many times, it looks as if the individuals in the call are not making direct eye contact, audio may

be missed, and a person may not be in a professional setting (i.e. their home). Furthermore, many
companies must use separate software to keep track of and communicate with candidates through
audio or video. Therefore, in our CS189 Capstone we have decided to focus on creating an

application to redefine the online interview experience.

Goal:

The goal of this project is to create an application that streamlines the application process for the
candidate and create an interview experience that is personal to both the interviewer and
interviewee to capture the best qualities of each person.

We will create a personalized interviewing platform to better simulate a real, in-person interview
by creating a web application with features including:

e Background Blur

e Filters (professional)

e Engagement and Sentiment Analysis of Audio (voice) and Video

® Access to details such as resume, notes, linkedin profile, github, shared notes

e Speech to Text logging

e Translation of interviewee

e Timers and reminders to ask pre-selected questions

e Live closed captioning and translate features

e Eye Gaze Correction
By getting more out of online interviews, companies will have to interview fewer candidates
because they will get a better feel for the soft skills of each candidate during the online process.
This will save employers substantial time and labor, as well as helping them select candidates

that are a better fit.



Objectives:

The MVP for this project will be a web application that automatically joins a video call.
The interviewer will also be able to create a meeting, which will be accessed by a meeting ID. In
the video call you can create notes. The interviewer will be able to see a sentiment analysis
during the video call, and their notes. After the video call, the interviewer will be able to see a
transcript, their notes, and the sentiment analysis of the call.
Goals:

e Host 2 person video interviews with useful widgets for the interviewer
o Checkboxes, timers, notes, agenda, etc.
e Speech recognition to produce a transcript of the interview
o Analysis of sentiment during responses
e Indicators for the interviewer about how the interviewee is responding. This will be a
simple colored light helping the interviewer understand physical cues that are hard to
pick up over video
e Interviewer and interviewee have a screen showing separate meeting
e Interviewer and interviewee can create notes for a meeting before the meeting and will be
able to read and access them during the meeting as well as after the meeting
e Interviewer can see a timer of the meeting time

e Interviewer can create meetings

Stretch Goals:
e Eye gaze correction
e Face Sentiment Analysis from live video stream

e Multi-person interviews

System Architecture
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User Stories

Interviewee

Pre Interview

During Interview

Post Interview

e Easy access link to the
video interview

e Be able to schedule
meeting

e Be able to see the Job
description for
reminder

e The pre-interview
notes the interviewee
wrote down.

e A notepad to write
down questions

e Be able to share
screen

e Be able to see resume

e Ability to reconnect if
technical difficulties
occur

e Background blur

e Suppress background
noise.

e Show the notes the
interviewee took

e When to hear back
about next steps

Interviewer

Pre Interview

During Interview

Post Interview

e Personal Info of the
Interviewee uploaded

e Schedule interview

e Notepad to
Brainstorm questions

e Checklist

e Be Able to see the
interviewee’s resume

e Share Screen

e A checklist to remind
the interviewer

® Assess

emotion/engagement

with sentiment

analysis

Blur background

Timer

Closed Captioning

Live Translate

e Place to comment
about candidate and
give feedback about
applicant

e Display results of the
engagement analysis

e See checklist and
notes

Recruiter

Pre Interview

During Interview

Post Interview

N/A

N/A

e Notes from Interview




e Opverall rating
e See feedback from
interviewer

User Stories

#1 Lay stub code : https://trello.com/c/gcMDXpAh

#2 Create login page : https:/trello.com/c/dRWyL.862

#3 Networked video chat : https:/trello.com/c/ISuwnFQc

#4 Sentiment analysis of text : https:/trello.com/c/ROyDgCkQ

#5 Display sentiment analysis : https:/trello.com/c/9VPZov3C

#6 [Spike] sentiment analysis : https:/trello.com/c/I01GdJVH

#7 [Spike] Video Call : https://trello.com/c/7Y1051Jd

#8 [Spike] Speech to Text : https://trello.com/c/6KuUS11s

#9 [Spike] Speech to text (realtime) : https://trello.com/c/rINZ0mgON
#10 [Spike] Display analysis : https:/trello.com/c/ssd XFhQh

#11 Create subtitles for transcript: https://trello.com/c/Kq37C1sh

#12 Google Translate API : https:/trello.com/c/4ZOHU2ug

#13 put together the demo product : https://trello.com/c/EMB1H3QL
#14 setup database with API calls and schema : https://trello.com/c/gxDBCHwr

User Stories Prototype code:

#2: Create Login Page: https://github.com/andrewdoanutz/No-Cap-Stone/pull/8
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#2 create login page =2
Changes from all commits > File filter_ = Jumpto..> &k~

+ 66 EEEN bestfaceforwsrd/src/pages/login.js [

- tunction UPLopinPressed|){

=
18 - function K¥MLoginPressed{){

12 =3

5+ import

*..fcss/login.css’;

export defsult class Login extends Component {

constructor() {

/* 1. Initialize Ref */

super()

this.username = React.createfef(]);
this.password = React.createfef(]);
this.mestinglD = Resct.cresteRe®();

this.screenilame = React.creszafed()

this.errorMessage="dada"

¥
staze={
2 showError: false
1 T
UPLoginPressed()]
if{this.username.current.value!=="test" || this.password.current.value!=
this. z=="lrong o B 4"
this. setState({
26 showError: true
5 R
8 } else {
this.props.history. push{'/dashboard’)
3
: 33

¥MLoginPressed(){

if{this.meetinglD. current.value!=="test" || this.screenlame. current.value===

M

if{this.meetingID. current.value!=="test"}{
this.errorMessage="Invalid Meeting ID"
T oelsef

this. errorMessage="Enter 3 Screen Name"

33
this. setState({
showError: true
R
} oelse {
this.props.history. push ' fvideccall’)

F T S R S S S S S SR S SO S O S SO S S SN O S S S O S SR S SO S SO S SO S S S S S S

E
render() {
return(
<divy
] 88 -22,13 +54,13 B export default class Login extends Component {

<Form.Group controlld="formBasicEmail" as={Col}>

#7 video call: https://github.com/andrewdoanutz/No-Cap-Stone/pull/6



https://github.com/andrewdoanutz/No-Cap-Stone/pull/6

Traz B4f6bTdIb - | Mo-Cap-Stone [/ bestfeceforward [/ src / components / Roomygs

UCSB Got video call working

contributors

&6 lines (57 sloc) 1.78 6B

import React, { wseState, wseEffect } from 'resct’:
import Wideo from “twilio-video®;
import Participaat from . fParticipsst’;

corst Room = | roomtisme, token, hendlelogowt }) =
const [roon, setRoom] = wseStabefmull);
const [participants, setParticipamts] = wseState([]):

aseEffect(() = {
const participswtConnected = participsmt =»
setParticipants{prevParticipants = [ _prevParticipants, participsat]);
i
const participsmtiisconnected = participant = {

setParticipemts(prevParticipamts =
prevPsrticipsnts filter(p =» p == particigsnt)

Wideo_commect|token, {
FiaRET nOOmiseE
setioon(reom);
roon.onf participsmtConnectad”, participsmtConnected);
roon.on| ‘' participsmtDisconnected ', participsatDisconnected):
roon. participants. forEach|participambiormected);

1

}i-theniroom =2 {

return () = {
setfoonlcurrentioon =3
if (ourrentRoom && carrentRoon. localParticipemt.stabe == “connected’) {
currentRoon. disconnect();
retiern mulls
} else {
return currentRoon;

Vo [rocmtizne, toben]i;

const remctefarticipants = participamts.mep(participsat =» |
«Participst key={participsmt.s3d} participsmt={participamt} />
1

retum {
wdiv claccliame="room™s

<h2:Room: {roonliame}c hE2x

«kartton onClick={handlelogout}sLog out« /Button:

«div classiiame="local-participsst™s

{rom ® {
«Participsnt

key={room. localFarticipant. sid}
participsnt={room. locslPsrticipsnt)

I
«fdivs
dhEsRemote Participsnte. hEs
«div classiame="rencte-participants” »{remoteParticipants o idive
«fdivs
1
i

eaport default Room;

Raw | Blame

Find filk | Copy path
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Mistory | 1 #




#9 Sentiment Analysis: https://github.com/andrewdoanutz/No-Cap-Stone/pull/9

A Chosed Sentiment anahysis =3 R
- Changas from 1commit-  Fike filte » o Clearfiters  Jumpto.. - - '““d“"?ﬁ

v 184 EENE bestfaccforard/src/oomponents /WAT_js 3

& < retuea|
2 2 «divs
4 class MAT extends Compoment{
2 comstructon(

+ supan(]

+ this.results=""

¥ this watson()
)

4  watson ()

+
+ war tome;
+ const TonminalyTerVS= require| " ibm-wetson, tone-snalyzer/ivs® ]

+ const  {Ismtuthenticstor} = require(’ibm-watson/sath');

3
¥ const tonasnalyzer = new Tonesnslyzervs(f
3 version: 'BH13-8Z-22",
+ [f usmromme: “apikey’,
¥ £ passwond: “HBOSHEUE2OLEOEYYAZRRE oDR I shL o d I TERE YR
+ suthenticstor: rew Ismfuthenticator({
g apikey: “15230k HwaStlLITREsvqufngiiaiFUudpdeTYITE gr ",
g it 1.
E 1 wrl: “hitps://gatesy_ wetsonplatforn. it/ tons -ans Lyzer fapd
2 T

+ const text = “Tesm, I knod that times are tough! Product ™

+ + "sales hawe been disappointing for the past three *
+ + "quarbers. e have a competitive product, but we *
Z o+ + "nesd to do & better job of selling it!";
= const tonefarems = {
- Y ‘toneInput: { "bext': bext }.
+ comtentType: ‘spolication/json”,
N i
B tonsénalyzer. bone | toneFarsas)
+ -then(tomesralysis = {
3

sitometnalysisle/Hls);

= 3 comsale. log( 1500, stringify(tonetmalysis, mwll, 2)};
4 this.results=Js00. stringify(tonesnalysis, mll, Z)
A T
+ -eatchienr =» §
+ console_lag(“errorz®, err);
+ n
+ i}
23 render()
+ et
vy
E =] {ustson()]}
52 = «fdivs
= =] «fdiva
-
+ edivy
+ {this_resalts}
2 4 vy
+ ofdivn
+ ;|
+ 3


https://github.com/andrewdoanutz/No-Cap-Stone/pull/9

#11 create

subtitles for transcript: https://github.com/andrewdoanutz/No-Cap-Stone/pull/5

#11 oreate subtitles for transoript =5

Changasfrom1commit~ Fikefiter - Jumpto..- £k~ m

W 29 EEEED bestfsceforwsndfsrc/oomponents fS2TRT. js E. P

%

T T S T I S

e

S T T T T I

*

i
"

L}
W

o R S N T R

P

¥
L SRR

- SR

)
i
import React, { Compomenmt } from “resct’
import SpeechRecognition from “react-speech-recognition®
var ts = =
class S2TRT exterds Comporerit {
constructon(props] {
superiprogs];
this ctate = {
tramcoripe: <7,
resstTramsoript: 7,
brousersupportsipsachfacognition: false
X

translabe(){
conzole. Log( " guccidog”)
s = "Adjon is & Fumsn dog”
war googleTranclate = raguine|‘google-translate’ ) | ATTasyEsy ToH InTEMbA LR 2gnQ i MBkaTgr ¥ )
consols_logles)
googleTranslate translabe(ts, ‘ru’, functiom{err, tremslatiom) {
console. logitranslation);
{f =2 { translstedfext: Halls’, originslText: ‘Hello’. detectedSourcelsngesge: “=n’ }
s
E
render(] {

const { trenscript, resstTrenccript, brouserSupportsSpeschRecognition } = this.props

if | lbrowsersupportsipeschRecognition)
retorn pull
}
t5 = transcript
retarn [
odivy
«dIvyS2TRT divs
«divyS2TRT L fdiva

4y S2TRT L (divy

wdivyZITETL fdiva

edivyS2TRTL fdivy

wdivaSZTRT« diva

odIvaSETRT. (diva

«divS2TRT« fdivs

«divaS2TRT« diva

«dIvy S2TRT L (divy

4divy SZTRT L [diws

adivy
shertton onClick={recetTrancoript}rRe ety Eartton:
osparn{ transorigthe S span

o fdivs

udiva

sbrrtbon onClick={this.translate ;> Translate. Button:

o fdivs

ofdiv

epoert default SpeechRecognition|SZTRT) ge
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#14 Set up database: https://github.com/andrewdoanutz/No-Cap-Stone/pull/12

#14 setup databaze =2
Changas from 1commit- Filefiter_ ~ X Clear filkers Jumpto..~ £~

v 53 EEEES bestiaceforsard/sro/components/Datatase. s [

I

sdduser{usarname, password, firstiaee, lastiaee, email]{

#fchange this part to recieve Ingut

compmey = UCSE";
war IgTrbervisgsn = Tros;

war isgecruiter = false;

war mestings = [];

war tshle = this.tshle
war parsas = {
Tablatisme:tabls,
Thoem:{
"username”: ussrname,
“password”: password,
“imfnTo{
“firctname®: finrctiame,
“lastnan=": lastiisme,
parTy” - ComparTy,
“enmil™: ensil,
" imberyimeen® s IsTrbereissen
“pecruit®: IsRecruiter,

“Heetings™: meetings,

consale. log(“adding & new dtem...”);
this_doctlisnt. out(parsas, function(enn, dsta) {

if feer) {
console_ernor(“Unshle to add item. Errar JSO0N:", ISOM.strimgify(err, null, 2));
} else {
console. log(“added Item:", JS0M.stringify(data, mall, 2));
y
s
}
delatatiger (usarname){

war table = this tsble;

war params = {
Tablatisme :table,
Keys{

“usernaee” ucername,

console. log("Attempting & conditional delete...");
this.docClient. delete(parsns, functionferr, dsta) {

if [err) {
consale_error(“Unshle to delete item. Error JSON:", J50M_stringify(err, mall, 2)):
returnd)s

} else {
congole. log("Deletelten sucossded:®, I20M._stringify(dsta, nall, 2)):
return(1);

]

h:
H
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Technologies
e Node.js and React (JS) for our web-application

e AWS DynamoDB for our database and to host our application
e Tensorflow as our primary machine learning library
e IBM watson for sentiment analysis

Development Link:
https://github.com/andrewdoanutz/No-Cap-Stone
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